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Performance Comparison of OPeNDAP

The NASA Goddard Earth Science Data and Information Service Center (GES

DISC) recently demonstrated and evaluated the provision of (1) “Data-as-a-

Service” in the Goddard Space Flight Center (GSFC) Cloud platform using

OPeNDAP (Open-source Project for a Network Data Access Protocol) protocols;

(2) “Data-processing-as-a-Service” using GrADS Data Server (GDS), and (3)

“Data-analysis-as-a-Service” using NASA Giovanni (GES DISC Interactive Online

Visualization ANd aNalysis Infrastructure). The latter was also evaluated on the

commercial Cloud of Amazon Web Service (AWS).

The work entailed porting OPeNDAP to the NASA GSFC Cloud, along with a

selected set of data (AIRS/Aqua, OMI/Aura, TRMM, and MERRA*), and then

exercising the server using several clients from different network. The

evaluation included the following aspects of using open source software in the

Cloud to serve large volumes of satellite data for public access and subsetting.

• Ease of porting and operating OPeNDAP, GDS, and Giovanni in Cloud (e.g.,

time needed to setup one instance).

• Performance factors, including accessibility, stability, speed, and scalability,

as compared with existing GES DISC capabilities.
*AIRS: Advanced Infrared Sounder; OMI: Ozone Monitoring Instrument

TRMM: Tropical Rainfall Measuring Mission; MERRA: Modern-Era Retrospective Analysis for Research and Applications

Ported Software: OPeNDAP, GDS, Giovanni

The following applications were ported on the NASA GSFC Cloud Platform and 

Amazon EC2 (Elastic Cloud Computing) platform.

25 granules for each product were pre-staged to the Cloud platform and used to exercise the 

OPeNDAP server. The OPeNDAP data transfer performance and stability were estimated and 

compared between the local system and the Cloud platform in different network environment. 

Performance Comparison of Giovanni 4

Performance Comparison of GDS

IN33B-1537

TRMM data was used to test and compare the data processing performance of 

GDS between local system and Cloud platform. We used area average algorithm.

Server CPU (GHz) Num. of Cores RAM (GB) Notes

Benchmark 2.4 * 4 16 32 AMD 6136

Cloud VM1 2.8 * 1 4 34.2 Intel X5660

Hardware specifications:

Giovanni 4 was used to test data analysis in Cloud platform as a case of Data 

Analysis as a Service and the feasibility of porting long-term legacy-based system 
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Conclusions and Future Work

Amazon EC2 (Elastic Cloud Computing) platform.

A. OPeNDAP – Data Access-as-a-Service

OPeNDAP is an open source data service. It provides a way to easily share 

science data across the internet. It is widely used in earth-science research 

settings and supports multiple commonly used data format including HDF4/5, 

NetCDF3/4, CSV, and ASCII. It facilitates Earth Science data online sharing and 

access and makes data online access convenient to scientists. The OPeNDAP 1.7.0 

was installed and tested on the NSAS GSFC Cloud and Amazon EC2 platform.

B. GrADS Data Server (GDS) -- (Data Processing-as-a-Service)

GDS is a data server providing stable and secure subsetting and analysis services 

across the Internet. The GDS 2.0 was installed and tested.

C. Giovanni -- (Data Analysis-as-a-Service)

Giovanni is an interactive Web-based application for visualizing, analyzing, and 

accessing vast amounts of Earth science satellite data. There are different 

Giovanni portals available for various kinds of satellite data, e.g. MODIS, AIRS, 

OMI, CloudSat, etc. 

A. It is feasible to port legacy satellite data and information services, both simple and 

complicated ones, to the Cloud platform although the porting process is time-consuming;

B. Cloud computing has better performance, compared with local systems, mostly because 

Cloud computing has better dedicated servers and better networks;

C. The elasticity of provisioning on-demand multi-cores-oriented resources in the Cloud 

platform should potentially provide significant advantages to complicated analysis-oriented 

and computing-intensive applications. This work is ongoing.

Test Data for OPeNDAP

Data 
Products

Server 
Specification

Input Data Format/ 
Size (MB)/granule

Output Data Format/ 
Size (MB)/granule

OMI/Aura
Local: 16 cores * 
2.4GHz 32GB RAM

HDF5/5.62 NetCDF/68.46

TRMM Same as above HDF/81.14 NetCDF/81.25

AIRS/Aqua Same as above HDF/110 NetCDF/296.86

MERRA Same as above HDF/312.63 NetCDF/792.27

All 4 data 
products

Cloud: 4 cores * 
2.8GHz/23GB RAM

Same Input/Output as the above.

Four satellite data products were selected as test data for OPeNDAP

(25 granules each), as listed in the following table:

Cloud VM1: Cloud Virtual Machine 1 Cloud VM2: Cloud Virtual Machine 2, same configuration as VM1

CNE: NASA network of 100MB SEN: NASA network of 1GB

Localhost: without network

to the Cloud platform.

Server CPU 
(GHz)

Num. of 
Cores

RAM 
(GB)

Benchmark 2 * 4 16 32

EC2 small Inst. 2.8 * 1 4 34.2

EC2 big Inst. 2.8 * 1 8 68.4

* Go-CART: Goddard Chemistry Aerosol Radiation and Transport, a tropospheric aerosol model.


